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A FEW IMPORTANT TERMS

Adaptive HMI, Eye-tracking
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LITERATURE REVIEW
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Sample Case 1 - UAV Simulations

 Fly under demanding conditions

 Examined the pilots’ fixation points

 Discern discrepancies between experienced and novice ones

 Areas suitable for adaptation from the HMI



Sample Case 1 - UAV Simulations

Inexperienced pilot Experienced pilot



Sample Case 2 - Real Drone Flights

 Transitioning from visual line of sight (VLOS) to beyond visual line of sight (BVLOS) 
operations.

 During the BVLOS phase of the flight, they encountered signal interruptions and, in 
some instances, complete signal loss.



Sample Case 2 - Real Drone Flights



Sample Case 2 - Real Drone Flights
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Results

 Using eye-tracking data for real time adapting HMI is both feasible and cost-effective

 Adapting HMI for:
 Assist the pilot in maintaining a sense of spatial orientation 

 Alleviate the cognitive burden associated with monitoring multiple information sources simultaneously

 Assist the pilot when unsuccessful searches for information 

 Emphasizing the sought-after data

 Identifying missing important visual information from the screen

 Minimize eye gaze beyond the screen area

 Change when something critical occurred (e.g., signal loss from the camera)



Takeaway Message

These (early) findings highlight the potential for adaptive interfaces to 
assist pilots in critical decision-making, improve situational awareness, 
and enhance overall flight safety. 
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